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Abstract: This study focuses on Lingnan University (LU) in Hong Kong, China, deeply analyzing 

its quality assurance situation. Through the analysis of the 2019 audit report of LU by the Quality 

Assurance Council (QAC) under the University Grants Committee of Hong Kong, China, the 

strengths and limitations of the university in governance, programme quality assurance, pro-

gramme delivery, and student participation and support services are revealed. The AI-assisted so-

lutions discussed in this study are innovative but face limitations in feasibility and practicality. 

Therefore, alternative approaches that integrate AI and human expertise are proposed, such as de-

veloping a hybrid data analysis platform, establishing an External Advisory Board, formulating an 

AI-assisted e-learning strategic plan, and creating a dual-layered feedback system. These solutions 

aim to address issues like weak key performance indicators, insufficient external engagement, un-

derdeveloped e-learning, and imperfect feedback mechanisms. Meanwhile, the study emphasizes 

the need to pay attention to ethical issues in AI applications, such as responsibility definition, data 

privacy, and over-reliance. By balancing AI and human decision-making, LU is expected to improve 

its quality assurance processes, enhance educational quality, and adapt to the digital transformation 

trend in higher education. 
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1. Introduction 

1.1. Background 

In Hong Kong, China, the Quality Assurance Council (QAC), under the University 

Grants Committee (UGC), evaluates and improves higher education (HE) institutions' 

quality [1]. It audits universities to evaluate teaching, learning, governance, and student 

support mechanisms, aiming to find areas for improvement and promote best practices. 

Its recommendations guide universities in enhancing educational frameworks. In 2019, 

the QAC audited Lingnan University (LU), a liberal arts institution. The audit praised 

LU's governance, the involvement of stakeholders in quality assurance (QA), and student 

engagement, but also identified issues such as underdeveloped e-learning, ineffective 

program delivery, flaws in QA mechanisms, and inadequate student feedback collection. 

The e-learning strategy lacked a structured framework, and the university did not imple-

ment comprehensive feedback mechanisms [2]. 

Quality assurance (QA) in HE is crucial. It ensures educational quality, promotes sus-

tainable development, enhances international competitiveness, and helps students meet 

industry requirements. However, in practice, it faces challenges such as inconsistent 
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standards, limited resources, subjective evaluations, and excessive bureaucracy. To ad-

dress these, strategies include promoting international cooperation, increasing investment, 

standardizing evaluation, and focusing on substance. This report focuses on four key lim-

itations identified by the QAC at Lingnan University (LU). The proposed solutions blend 

AI insights and faculty efforts to boost digital learning, student engagement, and feedback 

systems, enabling LU to meet modern academic needs while keeping a student-centred 

focus.  

1.2. Research Purpose 

This study aims to explore the strengths and weaknesses of Lingnan University in 

governance, course quality assurance, course delivery, and student participation and sup-

port services through an in-depth analysis of its quality assurance status. Through ana-

lyzing the 2019 QAC audit report of Lingnan University, this study reveals the universi-

ty's performance in the aforementioned fields and proposes improvement plans that inte-

grate Artificial Intelligence (AI) with human expertise. The study simultaneously empha-

sizes ethical issues that need to be addressed in AI applications, such as responsibility 

definition, data privacy, and over-dependence. By balancing AI and human decision-

making, it is expected that Lingnan University can improve its quality assurance process, 

enhance educational quality, and adapt to the digital transformation trend in higher edu-

cation. 

1.3. Research Significance 

1.3.1. Theoretical Significance 

Currently, there is relatively little research on the application of AI in higher educa-

tion, especially in the Asian region. This study not only fills the research gap in this field 

but also enriches the theoretical framework of education quality assurance. It provides a 

new perspective and theoretical support for higher education institutions on how to ef-

fectively utilize AI technology in the context of digital transformation. In addition, the 

study also explores the mode of collaboration between AI and humans, providing a theo-

retical basis for the integration of future educational technology and educational practice. 

1.3.2. Practical Significance 

It proposes specific improvement strategies for the quality assurance of Lingnan Uni-

versity, such as developing a hybrid data analysis platform and an AI-assisted strategic 

plan for online learning. These strategies not only help solve the current problems faced 

by LU, but also provide practical experience for other higher education institutions to 

learn from. In addition, the study also emphasizes ethical issues that need to be addressed 

in AI applications, such as responsibility definition, data privacy, and excessive depend-

ence, and proposes corresponding solutions, providing practical guidance for higher ed-

ucation institutions on how to balance technology and ethics in AI applications. 

2. Literature Review 

2.1. The Importance of QA 

Quality Assurance (QA) is crucial in the higher education as it ensures educational 

quality, promotes sustainable development, enhances international competitiveness, and 

helps students meet industry demands. Universities worldwide regard QA as a key pri-

ority for maintaining and enhancing the quality of their academic programs. Two decades 

ago, the US federal government mandated that accreditation organizations — the primary 

mechanism for quality assurance in higher education in the United States — review insti-

tutions' practices in assessing student learning outcomes [3]. With the development of the 

times, globalization and popularization have posed new challenges to higher education, 
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and many countries have begun to try new forms of quality assurance. For example, Aus-

tralia and Ireland have adopted new national qualification frameworks to provide inter-

national recognition of academic degrees, help graduates compete in the global market, 

and promote external quality assurance [4,5].  

The new quality assurance framework in Ontario, Canada, attempts to balance mul-

tiple demands by integrating accountability and curriculum improvement, and aims to 

use Degree Level Expectations as a mechanism to link curriculum enhancement with 

measuring the impact of university education on students [6]. Helsinki University in Fin-

land has adopted a series of internationalization strategies to continuously improve its 

quality assurance system. These include collaborating with leading international univer-

sities and research institutions, and actively participating in organizations such as the Eu-

ropean University Association (EUA), thereby enhancing the internationalization of its 

quality assurance system [7,8]. Meanwhile, Bogue pointed out that quality assurance is 

not only a matter of technical systems, but also involves individual moral and ethical di-

mensions [9]. For example, the moral dimension of quality assurance is reflected in the 

efforts of administrative personnel and faculty members to uphold educational standards 

and address academic misconduct. Therefore, Quality Assurance is a complex and multi-

dimensional challenge that requires finding a balance between technological systems and 

personal values to better contribute to the quality of higher education. 

2.2. The Current Status of Artificial Intelligence Assisted Teaching 

The application of Artificial Intelligence (AI) in higher education quality assurance 

has an enormous impact. It can significantly improve the quality of education, optimize 

the teaching process, and enhance students' learning experience. The use of AI technolo-

gies in higher education is rapidly expanding, particularly in China and the United States. 

The wide range of applications of AI, from language learning to student management, 

demonstrates its diverse potential in higher education [10]. Li and Xie noted that the emer-

gence of Generative Artificial Intelligence (Gen AI) has introduced new opportunities and 

challenges to the quality assurance of higher education [11]. They proposed a collabora-

tive strategy combining Gen AI and artificial solutions, as well as suggestions for strength-

ening interdisciplinary cooperation, continuous monitoring, and international exchange.  

Next, Akinwalere and Ivanov clearly explained how AI can be used to improve learn-

ing outcomes. They provided examples demonstrating how AI technology helps educa-

tion systems leverage data to enhance equity and quality in higher education, thereby 

promoting the sustainable development of education. In addition, AI-assisted teaching 

also plays an important role in secondary schools [12]. Li et al. explored the behavior, 

motivation, and attitudes of middle school students using ChatGPT, emphasizing the im-

portance of educational activities and proposing that ChatGPT can serve as an academic 

aid tool, providing instant answers and explanations to help students improve their aca-

demic abilities [11,13]. However, a major application of AI in higher education is learning 

analytics, which predicts students' behavior and performance through big data and ma-

chine learning. Most research in this field is conducted by computer scientists and has not 

yet been widely implemented in higher education institutions [14]. Consequently, Bear-

man et al. also pointed out that the development of AI requires the higher education sector 

to rethink its definition, responsibilities, and teaching practices [15]. Therefore, research-

ers need to further investigate the discourse, responsibility allocation, and impact of AI 

on teaching and learning. 

3. The Summaries of Four Sections of QAC Audit Report 

Four key aspects from sections of the QAC report were analyzed by ChatGPT. The 

analyzed aspects and their corresponding codes are shown below in Table 1. Additionally, 

the contents of the AI-generated summaries and human analyses are presented in Table 

2. 
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Table 1. The Code of Key Aspects from QAC. 

Key Aspects Original Code in QAC New Code 

Governance, Management, University Planning and 

Accountability 
The First Aspect Section 1 

Approach to Programme Quality Assurance The Second Aspect Section 2 

Programme Delivery, Including Pedagogical 

Approaches, Learning Environments and Resources, 

Scheduling 

The Fourth Aspect Section 3 

Student Participation and Student Support Services The Seventh Aspect Section 4 

Table 2. The AI Summarized Key Aspects and Human-Made Accuracy Analysis. 

AI Summarized Human Made (Accuracy Analysis) 

Section 1: Governance, Management, University 

Planning and Accountability 

Governance Structure and Changes: LU's govern-

ance of Lingnan Institute of Further Education 

(LIFE) aims to set strategic directions and oversee 

QA. The 2017 merger of LIFE and Community 

College at Lingnan University (CCLU) was a ma-

jor change, with LU Council now having closer 

oversight. However, there are still some unclear 

aspects in the governance relationships between 

LU Council, LU Senate, and LIFE's Board of Gov-

ernors, especially regarding academic award ap-

provals. For example, the Board of Governors' role 

as the supreme governing body' and its accounta-

bility to LU Council need to be clarified to ensure 

consistency with relevant ordinances and statutes. 

Leadership and Committee Structure: The role of 

the Supervisor of the Director of LIFE has been 

important for communication but has potential 

conflicts. The committee structure within LIFE is 

complex, considering its limited resources, and 

needs review to ensure efficient functioning.  

This includes examining terms of reference, mem-

bership, and effectiveness evaluation methods. 

Performance Monitoring: While LU's Strategic 

Plan includes SD operations, it requires stronger 

Key Performance Indicators (KPIs) to track LIFE's 

progress. Currently, there are only two KPIs re-

lated to curriculum development, lacking quanti-

tative measures and alignment with LU's strategic 

objectives. Additionally, data analysis systems for 

monitoring and enhancing LIFE's performance 

need improvement. 

AI has done a quite good job to sum-

marize the key aspects of QAC report. 

However, it still lacks of some in-

depth details and needs to be ad-

justed by human. For example, about 

the 2017 merger of LIFE and CCLU, 

AI highlights the lack of clarity re-

garding academic award approvals 

among the LU Council, LU Senate, 

and LIFE's Board of Governors, but 

overlooks the pre-merger limitations 

in LU Council's oversight under the 

dual-structure and how the post-mer-

ger scenario enhanced strategic deci-

sion-making and enrollment manage-

ment.  

When it comes to degree awarding 

and duty fulfillment, AI simply notes 

that the LU Senate fails to fully dis-

charge its responsibilities without de-

tailing the transfer process of the de-

gree-awarding review power for LIFE 

students and the relevant regulatory 

framework. 

Regarding management positions and 

committee structures, AI emphasizes 

optimizing the committee structure 

from a resource-utilization perspec-

tive without elaboration of the pur-

pose and projected lifespan of the po-

sition. Concerning strategic planning 

and performance indicators, AI 

merely states the requirement for 

more robust KPIs to monitor LIFE's 

progress without itemizing specific is-

sues. 
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Section 2: Approach to Programme QA 

QA Framework: LU emphasizes the quality of 

LIFE's programs and has similar QA processes for 

SD and degree-level programs. LIFE has adapted 

LU's QA framework, but it lacks systematic exter-

nal input in areas like program design and review. 

For instance, while there are some examples of ex-

ternal professional input, it is not a result of con-

sistent QA policies. 

Implementation of Outcome-based Approach to 

Teaching and Learning (OBATL): LIFE is imple-

menting the OBATL, but understanding among 

staff varies. Some intended learning outcomes are 

poorly worded, and the links between assessment 

strategies and learning outcomes are sometimes 

weak. A comprehensive plan is needed to ensure 

staff have a deep understanding of OBATL. 

Data Collection and Benchmarking: LIFE collects 

data on program quality through various means 

such as student evaluation surveys and annual 

program reports. However, data analytics is in the 

early stages, and benchmarking at the program 

level is also at an early stage. There is a need to 

develop procedures for benchmarking with peer 

institutions to improve program quality. 

Regarding program QA, AI simply 

points out the absence of systematic 

external input without specific de-

tails. For the implementation of the 

OBATL, AI presents a more general-

ized description without demonstrat-

ing the varying levels of teacher un-

derstanding through examples like 

poorly-worded learning outcomes 

and tenuous links between assess-

ment strategies and learning out-

comes. In data collection and analysis, 

AI generally indicates that data col-

lection and benchmarking are in the 

initial phase and require reinforce-

ment without elaborating on diverse 

data-collection methods and existing 

issues. 

Section 3: Programme Delivery, Including Peda-

gogical Approaches, Learning Environments and 

Resources, Scheduling 

Learning Environments and Resources: LIFE rec-

ognizes the importance of suitable learning envi-

ronments and resources. It has a dedicated build-

ing with facilities like a learning resource centre 

and access to LU's facilities. However, e-learning 

is in an early stage of development, and there is 

no systematic approach to promoting it. For exam-

ple, e-learning activities mainly involve using the 

virtual learning environment for administrative 

purposes and uploading teaching materials. 

Pedagogical Approaches: LIFE aims to adopt 

teaching approaches that align with program de-

sign and curriculum. While it uses methods like 

small-class teaching and practical learning, the 

pedagogical repertoire is somewhat limited, rely-

ing heavily on lectures and traditional assess-

ments. This does not fully reflect the learning-cen-

tredness of OBATL. 

QA of Programme Delivery: Annual Programme 

Reports (APRs) and Periodic Programme Reviews 

(PPRs) are the main mechanisms for enhancing 

Concerning the learning environment 

and resources, AI offers a more con-

cise summary of learning environ-

ments and resources. AI also directly 

indicates that e-learning is in its in-

fancy and lacks a systematic promo-

tion approach without describing in 

detail the current state.  

When it comes to program delivery, 

AI simply states that the teaching rep-

ertoire is restricted and relies heavily 

on traditional methods without 

providing detailed insights into the 

mono-form teaching methods and 

their incongruence with the OBATL 

concept based on teacher and student 

feedback. 

AI didn't offer to introduce the feed-

back-collection methods and the role 

of APRs and PPRs in enhancing pro-

gram delivery in detail. 
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program delivery. PPRs are more systematically 

followed through than APRs. These reviews help 

in evaluating program delivery and making im-

provements, but there is still room for enhancing 

the implementation of OBATL and broadening the 

range of pedagogical approaches. 

Section 4: Student Participation and Student Sup-

port Services 

Student Participation in Governance: LIFE is com-

mitted to student participation in governance, but 

constitutional issues have led to the absence of 

student representatives on the Academic Commit-

tee in 2018/19. The university and LIFE are taking 

steps to address this and encourage student en-

gagement in governance activities. 

Student Support Services: LIFE provides a wide 

range of support services, including counselling, 

career planning, and language enhancement. It 

also offers extracurricular activities like the Life 

Enrichment and Appreciation Programme (LEAP) 

to promote whole person development. These ser-

vices are well-designed and valued by students, 

but participation rates in some activities, such as 

service-learning tours, could be increased. 

Monitoring and Evaluation: The Student Develop-

ment Office (SDO) tracks participation rates in ac-

tivities, but there is a lack of evaluative data. Stu-

dent feedback on LEAP and the Language En-

hancement Programme (LEP) is generally posi-

tive, but there is a need to strengthen data collec-

tion and analysis, such as adding comment sec-

tions to feedback instruments and developing a 

new student learning experience survey. 

In the area of student participation 

and student support services, AI 

mentions that constitutional issues 

led to the absence of student repre-

sentatives in 2018/19 without specify-

ing the unresolved constitutional is-

sues. 

For student support services and ac-

tivities, AI offers a brief description 

and lists various services and activi-

ties in detail without pointing out the 

low participation rate in service-

learning tours. 

In activity evaluation and improve-

ment, AI points out the Student De-

velopment Office (SDO) tracks partic-

ipation rates and lacks evaluation 

data.  AI also generally states that 

data collection and analysis need to 

be enhanced, and new survey tools 

need to be developed, but without 

specific measures to develop new sur-

vey tools and improve feedback 

mechanisms. 

4. Strengths and Limitations of Each Section 

4.1. Section 1: Governance, Management, University Planning and Accountability 

Senior management is focusing on improving enrolment and reducing the budget 

deficit. Decision-making is improving due to governance and management reforms. Aca-

demic oversight and strategic planning focus on undergraduate education and KPI devel-

opment. LU and LIFE are managing enrolment well.  

They provide a stable economic base for SD activities, meet targets and reduce the 

budget deficit. LU has tighter control over LIFE's operational decisions. Following their 

merger in 2017, LIFE strengthened its financial base and made better strategic choices. 

LIFE's AC & LU Senate's SCAQA are reviewing LIFE's academic policy. Work on new 

quantitative metrics to monitor the Strategic Plan's progress continues. 

Governance relationships and conflicting leadership roles are unclear. Committee 

structure inefficient; KPIs and data analysis weak. Difficult to assess contributions to stra-

tegic goals. Who's in charge at LU? Board of Governors described as 'supreme governing 
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body', but LU Statute 6 says it's the University Council. The LU Senate is not properly 

performing its duties related to sub-degree programs. Currently, only Board of Governors 

decisions are recorded, not all powers. The role of "Supervisor of the Director of LIFE" 

creates conflicts and reduces position value. LIFE is small with limited resources. Its cur-

rent structure has a disproportionate number of committees, and plans to add at least one 

more. This can lead to inefficiencies. LIFE's plan includes only two KPIs related to curric-

ulum development, lacks comprehensive performance measures, and contains incon-

sistent KPIs. Underdeveloped data systems make it hard to track LIFE's contribution to 

the university's strategic objectives.  

4.2. Section 2: Approach to Programme QA 

The institution's commitment to quality is evident in its data collection, student feed-

back mechanisms and review and improvement initiatives. LU's LIFE programmes are 

guided by written policies that define objectives and monitor quality. LIFE staff use vari-

ous methods to collect relevant data, such as staff/student meetings and student assess-

ment surveys. These data sources provide a comprehensive perspective on programme 

quality. CTLE data are used to measure student satisfaction. APR and PPR are part of the 

programme's formal evaluation. LIFE has active SSCCs with formal guidelines, and rec-

ords show changes made following student feedback. This shows that their views are be-

ing listened to. LIFE carries out reviews, after which plans are made to improve the pro-

grammes. PPRs have been successful in identifying areas for improvement in AD pro-

grammes. 

However, shortcomings are emerging. OBATL implementation is incomplete, exter-

nal involvement in quality assurance is weak, data aggregation and analysis is ineffective, 

and programme-level benchmarking is in its early stages. Staff perceptions of OBATL's 

impact are mixed. There are issues such as ineffective ILOs and links between evaluation 

strategies and ILOs. Staff members must gain a thorough understanding of OBATL and 

its implementation. LIFE's QA policies and procedures do not systematically integrate in-

put from industry, employers and academic stakeholders. External input often reflects 

individual opinions rather than formal institutional feedback. External perspectives 

should be integrated more systematically. Data at institutional level is poorly linked to 

data collected at course level. Better analysis of data is needed, for example on pass, pro-

bation and drop-out rates. Benchmarking at the programme level is still at an early stage 

within LIFE. It does not have procedures for establishing benchmarking relationships. 

This limits its ability to compare programme design, content and delivery. 

4.3. Section 3: Programme Delivery, Including Pedagogical Approaches, Learning Environments 

LIFE's strengths lie in its learning environment, diverse teaching methods, effective 

feedback and improvement mechanisms. Its own campus building has a Learning Re-

source Centre and a Self-Access Language Centre, and students also have access to LU's 

extensive facilities. LIFE programmes use a variety of teaching methods: small classes, 

projects and practical learning. Students and alumni say that small classes are good for 

learning. Students, employers and guidance counsellors also say that work placements 

and internships are valuable as they provide practical and hands-on experience. LIFE also 

uses effective feedback mechanisms. Feedback on teaching and learning is collected 

through the SSCCs and CTLE. It is presented in the APR and PPR. PPR committees' rec-

ommendations on student issues help improve programmes. 

OBATL has gaps in implementation. Pedagogical methods are limited, e-learning is 

underdeveloped, and there is a lack of strategic vision. As of the 2018/19 academic year, 

LIFE had not implemented the OBATL. There is little detail on OBATL in the QMH, which 

focuses on mapping rather than programmes. OBATL is not mentioned in the Academic 

Regulations, highlighting its incomplete integration. LIFE's teaching methods are mainly 

lectures, tests and exams, which contradicts the student-centred approach of OBATL. This 
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requires new pedagogical strategies to meet OBATL's needs and improve learning. LIFE's 

e-learning is in its infancy with no development strategy and staff need better teaching 

methods. E-learning is limited to uploading teaching materials, which fails to exploit its 

full potential. LIFE must define clear teaching strategies and learner experience. LIFE 

should focus on implementing the OBATL, diversifying teaching methods, and investing 

in e-learning to improve programme quality. 

4.4. Section 4: Student Participation and Student Support Service 

LIFE's focus is on the development of the whole student, providing support and en-

suring positive experiences through student involvement in governance. LIFE is commit-

ted to the holistic development of its students, offering a wide range of extra-curricular 

activities and support services. LEAP helps broaden students' horizons, while LEP effec-

tively develops their language skills. Both are important for overall student development. 

LIFE's SDO provides support services, including counselling, orientation, peer mentoring 

and service learning abroad. Special attention is given to overseas and SEN（Special Ed-

ucational Needs）students. LIFE values student involvement in governance, with repre-

sentation on committees. Students are positive about the extra-curricular activities and 

support services. LEAP and LEP activities meet student needs and enhance learning. 

The Academic Committee lacks student representation. Participation in service learn-

ing is low, as is assessment data and incomplete feedback. In 2018/19 there was no student 

representation due to constitutional issues, weakening student influence in academic gov-

ernance. Resolving this is essential for inclusive decision-making. Participation in learning 

trips is currently low. Participation in experiential and community-based learning trips 

remains low, and efforts are needed to increase student engagement in these valuable op-

portunities. The SDO only monitors participation, not effectiveness. This hampers im-

provement of LEAP and LEP services and activities. There is no comments section in the 

feedback collection mechanism. This prevents students expressing views, making im-

provements difficult. 

5. AI-Proposed Solution to One Limitation and the Evaluation on Solutions AI-Pro-

posed via Traditional Research Method in Each Section 

The human-made evaluation on the solution AI-proposed can be seen in Table 3. 

Table 3. Human-Made Evaluation. 

AI Proposed Solution 
Human Made (Evaluation: Flexibility, Efficacy, Pro and 

Con) 

In Section 1: Weak KPIs and Data 

Analysis 

The current strategic plan for LIFE has 

only two KPIs, both related to curricu-

lum development, with no quantita-

tive performance evaluation 

measures. There is a lack of alignment 

between LU and LIFE's KPIs, and un-

derdeveloped data analysis systems 

for monitoring and enhancing LIFE's 

performance, making it hard to track 

LIFE's contributions to the universi-

ty's strategic objectives.  

The AI-proposed solution is to de-

velop a comprehensive data analytics 

platform. Machine learning algo-

rithms can analyze data from sources 

Addressing the limitation involves developing a compre-

hensive data analysis platform using machine learning al-

gorithms to analyze enrolment, student performance, and 

financial data for customized KPIs alignment with LU's 

goals and real-time insights. In terms of feasibility, data 

availability exists in many institutions [16], but data integra-

tion and privacy issues [17] should be resolved. Technical 

capabilities vary. While universities use IT, advanced ma-

chine-learning skills are required. Organizational prepara-

tion is also crucial because institutional change requires 

stakeholder acceptance [18]. Regarding efficacy, it can en-

hance decision-making by providing data-driven insights 

for allocating resources [19] and enabling continuous per-

formance monitoring. It is in line with the trend of HE ac-

countability [16].  

The advantages include improved strategic alignment, posi-

tive planning, and data-driven responsibility. However, 
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like enrolment numbers, student per-

formance, and financial data. This will 

generate customized, quantitative 

KPIs for LIFE that align with LU's 

strategic goals. Predictive models can 

forecast enrolment trends, and these 

KPIs can be integrated into a dash-

board for real-time performance in-

sights. 

there are drawbacks. Data quality and bias can mislead de-

cision-making [20]. Additionally, over-reliance on technol-

ogy has led to the neglect of human judgment in educa-

tional decision-making [21]. 

In Section 2: Weak External Engage-

ment in QA 

In this aspects, the limitation is the in-

complete implementation of the 

OBATL. Staff have an uneven under-

standing of its impact on curriculum 

design, pedagogy, student learning 

assessment, and programme evalua-

tion. There are issues like poorly 

worded intended learning outcomes 

and weak links between assessment 

strategies and ILOs. A comprehensive 

plan is needed.  

The AI-proposed solution is to de-

velop an AI-powered training and 

support system. Natural language 

processing (NLP) algorithms can ana-

lyze curriculum documents, intended 

learning outcomes, and assessment 

strategies to find areas for improve-

ment. The system can provide person-

alized training modules for staff 

based on their knowledge gaps, rec-

ommend relevant resources, and 

monitor their progress over time, ad-

justing the training content accord-

ingly. 

The AI-proposed solution has feasibility. The current trend 

of digital transformation in HE indicates that many institu-

tions are already investing in digital infrastructure and 

data-related technologies [22]. It provides a basic technolog-

ical foundation for implementing an AI-powered system. 

However, the successful implementation depends on the 

availability of high-quality curriculum documents, expected 

learning outcomes, and assessment strategies in digital for-

mat. As pointed out by Hou et al. that some institutions 

struggle with the management and quality of data. Also, the 

degree of staff acceptance is crucial [16]. As Kalmus & Niki-

forova argue, some staff were resistant to change and reluc-

tant to use a new AI‑based training system [23]. 

For efficacy, this solution aligns with the current emphasis 

on data-driven improvement in HE [19]. The AI system can 

identify specific areas for improvement of implementation 

of OBATL by analyzing curriculum-related data. 

The benefits show AI-powered system provides a scalable, 

effective training method. It delivers on-demand, custom 

training. Its ability to continuously monitor and adjust 

training content ensures relevance. This aligns with the con-

cept of continuous improvement in quality management 

[19].t also provides relevant resources, improving employ-

ees' access to the latest information and best practices. 

However, there are drawbacks. An important issue is the 

accuracy of NLP algorithms. As discussed by Pashby and 

Andreotti, algorithms can be biased, leading to incorrect 

analysis of course materials and learning outcomes [20]. 

There's also the issue of over-reliance on technology, which 

can lead to the neglect of human interaction and collabora-

tion in professional development. Implementing and main-

taining such an AI system requires significant financial and 

technical resources. Institutions with limited budgets found 

it difficult to afford the necessary software, hardware and 

technical support [17].  
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In Section 3: Underdeveloped E-learn-

ing 

E-learning in LIFE is in its infancy. 

There is no systematic institutional 

strategy to promote and develop it, 

and currently, it is mainly used for 

administrative tasks, falling short of 

its potential. 

The AI-proposed solution is for AI to 

assist in creating a strategic e-learning 

plan. By analyzing teaching and 

learning data, it can identify courses 

and learning areas that would benefit 

from e-learning integration. AI-driven 

learning management systems can 

provide personalized learning experi-

ences for students, and AI can also 

help promote e-learning among staff 

by providing usage analytics and 

demonstrating its benefits. 

Institutions generate teaching and learning data for QA, 

which can be used for AI-based identification of suitable e-

learning courses. However, the solution's effectiveness 

hinges on data quality, and implementing AI - driven learn-

ing management systems demands significant tech invest-

ment and staff training, which is a challenge for some insti-

tutions [17]. 

Regarding efficacy, using AI in e-learning aligns with the 

HE digital transformation trend [22]. AI can pinpoint ideal 

e-learning areas, offer personalized learning, and enhance 

student engagement and outcomes [19] It can also encour-

age staff to adopt e-learning through usage analytics. 

This solution has clear benefits, like enabling quick e-learn-

ing program development, meeting students' diverse needs, 

and improving teaching-learning efficiency. But it also has 

drawbacks. AI systems may face privacy and security issues 

due to student data sensitivity [17], and over-reliance on 

technology might reduce crucial learning aspects[21]. 

In Section 4: Feedback Limitations 

Feedback collection for LEAP and 

LEP activities lacks a comment sec-

tion. This restricts students from fully 

expressing their thoughts, making it 

challenging to understand their expe-

riences in depth and make targeted 

enhancements. 

The solution generated by AI is to use 

AI-based sentiment analysis and data 

mining techniques. By analyzing stu-

dent feedback from various sources, 

AI can extract evaluative data, deter-

mine students' sentiment, identify 

common themes, and analyze correla-

tions between student performance 

and participation in support services. 

This data can be used to prioritize im-

provements, allocate resources effec-

tively, and design better-targeted ser-

vices. 

AI solutions leveraging sentiment analysis and data mining 

for feedback enhancement face feasibility, effectiveness, and 

trade-off challenges. Digitized education produces vast stu-

dent feedback data from surveys, online courses, and fo-

rums, offering rich sources for AI analysis [22] Privacy and 

security are important issues. Jooste and Hagenmeier high-

lighted this in the context of South African HE policy. En-

suring that student data is handled correctly is essential. 

Furthermore, the effectiveness of AI algorithms depends on 

the quality and structure of the data. Unstructured feedback 

data can pose a challenge to accurate analysis [17]. 

This solution aligns with the current trend of data-driven 

decision making in HE [19]. By extracting assessment data 

and identifying common themes, AI can help institutions 

understand the student experience better. It can reveal areas 

of dissatisfaction or satisfaction, allowing for targeted im-

provements. Analyzing the correlation between student 

performance and support services can also optimize re-

source allocation. 

This solution's benefits are clear: rapid, efficient feedback 

processing enables timely decision-making and improved 

services. However, sentiment analysis can misinterpret 

feedback, leading to inaccurate conclusions. Pashby and 

Andreotti discuss the potential bias in algorithms leading to 

unfair resource allocation or neglect. AI alone can lack the 

human review's depth [20]. 

6. Modified Solution with Explanation and Potential Outcomes 

6.1. Weak KPIs and Data Analysis 

First of all, developing a hybrid data analysis platform is necessary. Integrate AI-

driven data analysis with human expertise to ensure that the KPIs are not only data-driven 

but also contextually relevant to LU's strategic objectives [16]. Moreover, AI should be 

used to process large-scale data (e.g., enrollment trends, student performance, financial 

data) and generate customized KPIs, while human experts review and refine these KPIs 

to ensure they align with LU's long-term goals [19]. Thirdly, a KPI Review Committee 
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would be established. A cross-functional committee should be created, comprising senior 

leadership, academic staff, and data analysts to oversee the development and implemen-

tation of KPIs [24]. Lastly, Staff should be cultivated with data literacy. Institutions should 

provide training programs for staff and faculty to enhance their data literacy and their 

ability to interpret and utilize data effectively. 

The modified solution combines the strengths of AI-driven data analytics with hu-

man expertise to address the limitations of weak KPIs and data analysis identified in the 

QAC report. By developing a hybrid data analytics platform, establishing a KPI Review 

Committee, and enhancing data literacy among staff, LU can improve governance, strate-

gic planning, and resource allocation. The potential outcomes include increased transpar-

ency, better decision-making, and long-term sustainability, positioning LU as a leader in 

data-driven HE management. 

6.2. Weak External Engagement in QA 

LU can improve QA processes in several ways. First, an external advisory board 

should be established to ensure alignment with industry needs and global standards. Sec-

ond, LU should develop a systematic method for integrating feedback into QA processes, 

using AI to analyze large volumes of feedback data while relying on human experts to 

interpret and implement actionable insights. Third, strengthen partnerships with industry 

through joint initiatives such as internships, research projects and industry-led workshops. 

These provide students with real-world experience and keep programmes relevant. 

Fourth, LU should implement a continuous improvement framework that incorporates 

external feedback. AI can be used to track external recommendations and measure their 

impact on programme quality, while human experts ensure alignment with LU's strategic 

objectives. Staff must learn to engage with stakeholders and use feedback in QA processes, 

so external engagement must be a practice across the institution.  

The modified solution will enable LU to improve programme quality, enhance in-

dustry collaboration and increase stakeholder engagement. Potential outcomes include 

better alignment with strategic goals, increased graduate employability and long-term 

sustainability [25]. 

6.3. Addressing Underdeveloped E-Learning at LU 

The 2019 report on LU's QAC audit found that e-learning had been developed for 

administration but not learning. To address this issue, e-learning must be student-focused 

and use modern technology, as suggested by Gui et al. [26]. 

An AI-based diagnostic tool should be developed to assess LU's digital readiness, 

analyse data on engagement, adaptability and digital literacy, and identify priority 

courses for digital transformation. Also develop personalised AI learning pathways for 

students. Faculty should be trained in digital pedagogy through a structured faculty de-

velopment programme. Research shows that blended learning models improve student 

engagement and outcomes [27]. A structured e-learning policy at LU should set out guide-

lines for digital curricula, faculty training and technology-enhanced assessments. This 

dual approach ensures that technology enhances rather than replaces interactive learning, 

while preserving LU's flexibility in small group instruction. Modernising the e-learning 

framework with AI-powered LMS and curriculum reform will help LU maintain excel-

lence and student-centred values. LU's digital learning environment will be more engag-

ing. 

6.4. Enhancing Student Feedback Mechanisms 

The QAC Audit Report 2019 noted that evaluation surveys at LU have limitations in 

the provision of qualitative feedback channels. Without opportunities for open-ended 

feedback, LU has not maximized its ability to capture students' views in greater depth to 

improve the curriculum and services. This needs a dual-layered feedback system between 
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AI and structured human-centered evaluation methods. The first type of component is the 

instantiation of an AI-powered real-time feedback dashboard [28]. AI can leverage natural 

language processing (NLP) to analyze sentiment trends and discover recurring issues in 

course evaluations, student forums, and digital feedback submissions. As this will rapidly 

point out to LU where they need to spend their intervention resources, they can operate 

faster and answer more promptly. 

The second component adds structured qualitative feedback channels in addition to 

the AI-driven analysis. LU should establish incorporation of Open-ended response sec-

tions, where AI helps categorize responses with faculty doing a deeper qualitative review 

of student concerns [29]. And LU focus Groups and Advisory Panels for Students to en-

gage directly with faculty and administrators to discuss student feedback, making it con-

textualized and actionable [30]. 

The integrated approach improves student voice representation and also strengthens 

the institutional responsiveness to feedback. Human-centered evaluation ensures LU's 

liberal arts culture and preserves values of interactive learning and student engagement, 

along with AI for efficient data processing. LU brings embedded structured qualitative 

insights into decision-making, sustaining a continuous improvement cycle in teaching ef-

fectiveness, student satisfaction, and overall academic quality. 

7. Reflection on AI vs Human 

7.1. Reflection on Solutions Proposed by AI and Human 

AI offers innovative solutions for educational development, but its suggestions lack 

in-depth detail and overlook operational difficulties such as data format differences and 

update frequency issues during data integration. Also, AI-proposed solutions often rely 

too heavily on technological capabilities and have insufficient feasibility assessments, 

such as when developing training systems for OBATL implementation without consider-

ing data quality and employee acceptance. 

Human-proposed solutions are more grounded in experience and traditional re-

search. They are less innovative but can better integrate with existing systems and pro-

mote improvement measures. Humans can analyze problems in practical scenarios, like 

pointing out pre-merger governance structure limitations and degree-granting review 

power transfer details. When proposing solutions, humans consider resources, personnel, 

and culture; optimizing LIFE's committee structure based on its resource constraints is 

more feasible.  

7.2. AI-Related Ethical Issues 

When using AI, aside from balancing its and humans' roles in decision - making, 

ethical issues must be considered. One major concern is the difficulty in assigning respon-

sibility when AI-made decisions cause problems. In an AI-driven learning management 

system with incorrect learning paths, it's hard to say if developers, data providers, or users 

are at fault. Relevant laws and systems are needed, and model transparency is crucial [31]. 

Another issue is privacy. AI training and application rely on a lot of data, including 

sensitive personal information. Using AI for student feedback analysis may invade stu-

dent privacy. "Therefore, institutions must have strict data management and protection 

mechanisms". Moreover, over-dependence on AI should be avoided. In education, over-

relying on AI analysis can neglect human educational experience and judgment, weaken-

ing educators' professional abilities. Thus, we should use AI rationally, keep human dom-

inance, and make sure AI serves educational goals.  

8. Conclusion 

The QAC audit of LU in HK highlighted various strengths and limitations across 

different aspects of the institution. The QAC's role in evaluating and enhancing HE qual-

ity is significant, but its implementation faces challenges such as standard discrepancies, 
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resource constraints, subjective reviews, and over-formalization. AI-proposed solutions 

offer innovative approaches, yet they have limitations in feasibility and practicality. Mod-

ified solutions that integrate AI with human expertise show promise in addressing issues 

like weak KPIs, external engagement, e-learning development, and feedback mechanisms.  

When using AI, ethical issues regarding responsibility, data privacy, and over-reliance 

must be considered.  By balancing AI and human decision-making, LU can improve its 

quality assurance processes, enhance educational quality, and adapt to the digital trans-

formation trend in higher education. 
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