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Abstract: Macroeconomic Early Warning Systems (MEWS) have undergone significant 

methodological evolution, driven by advances in econometrics, data availability, and computational 

power. This review paper traces this evolution, beginning with traditional econometric models 

rooted in linear regressions and time series analysis. We explore the shift towards more 

sophisticated non-linear models, including threshold models, Markov-switching models, and 

machine learning techniques. A central theme is the increasing use of real-time data and high-

frequency indicators to improve the timeliness and accuracy of early warning signals. We examine 

the challenges associated with data quality, model validation, and the interpretation of results in a 

policy context. The paper further delves into the integration of diverse data sources, such as financial 

market data, sentiment analysis, and global value chain information, to enhance the robustness of 

MEWS. Finally, we discuss future directions, including the development of explainable AI (XAI) 

methods for MEWS and the application of causal inference techniques to identify the underlying 

drivers of macroeconomic instability. This review provides a comprehensive overview of the 

methodological landscape of MEWS, highlighting both the progress made and the challenges that 

remain. 
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1. Introduction 

1.1. Motivation and Background 

Macroeconomic early warning systems (MEWS) are crucial for safeguarding 

economic stability, and mitigating economic crises. These crises, often characterized by 

sharp declines in 𝐺𝐷𝑃, increased unemployment, and financial market turmoil, can inflict 

substantial economic and social costs [1]. Timely and accurate warnings generated by 

MEWS allow policymakers to proactively implement measures to reduce vulnerabilities, 

manage risks, and ultimately lessen the impact of potential crises. The ability to anticipate 

and prepare for adverse economic events is therefore of paramount importance for 

sustainable economic development and societal well-being [2]. 

1.2. Scope and Objectives 

This review focuses on the methodological evolution of macroeconomic early 

warning systems (MEWS), tracing their development from traditional econometric 

models to contemporary real-time data analytics [3]. The primary objective is to identify 

key trends in MEWS methodologies, highlighting the shift towards incorporating high-

frequency data and machine learning techniques. Furthermore, we aim to analyze the 

persistent challenges in accurately predicting macroeconomic crises, such as data 
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limitations and model instability. Finally, the paper explores potential future directions 

for MEWS research, considering advancements in areas like nowcasting and the 

integration of alternative data sources, including sentiment analysis and network analysis, 

to improve forecasting accuracy and timeliness of crisis prediction [4]. 

1.3. Structure of the Review 

This review proceeds as follows. Section 2 examines the historical development of 

macroeconomic early warning systems (EWS), focusing on traditional econometric 

approaches. Section 3 analyzes the shift towards real-time data and machine learning 

techniques. Section 4 discusses challenges and limitations, including data availability and 

model validation. Finally, Section 5 concludes and suggests avenues for future research, 

emphasizing the integration of diverse data sources and improved model interpretability 

for robust EWS. 

2. Historical Overview of MEWS Methodologies 

2.1. Early Econometric Models (1970s-1990s) 

Early macroeconomic early warning systems (MEWS) heavily relied on traditional 

econometric models. Linear regression was frequently employed to identify leading 

indicators of crises, attempting to establish relationships between macroeconomic 

variables and crisis events [5]. Logit and probit models were also prominent, estimating 

the probability of a crisis occurring based on a set of predictor variables, such as 𝐺𝐷𝑃 

growth, inflation, and current account deficits. These models typically assumed a linear 

relationship between the predictors and the probability of a crisis [6]. However, a 

significant limitation was their inability to effectively capture non-linear relationships and 

time-varying parameters, which are often present in complex macroeconomic systems. 

Furthermore, the assumption of constant coefficients over time proved problematic, as the 

impact of specific variables on crisis probability could change significantly across different 

economic environments. Table 1 summarizes a comparison of these early econometric 

models for MEWS. 

Table 1. Comparison of Early Econometric Models for MEWS. 

Model Type Description Limitations 

Linear 

Regression 

Used to identify leading indicators by 

establishing linear relationships between 

macroeconomic variables and crisis events. 

Fails to capture non-linear 

relationships; assumes constant 

coefficients over time. 

Logit/Probit 

Models 

Estimate the probability of a crisis 

occurring based on a set of predictor 

variables (e.g., 𝐺𝐷𝑃 growth, inflation, 

current account deficits); assumes a linear 

relationship between predictors and crisis 

probability. 

Inability to effectively capture 

non-linear relationships and 

time-varying parameters; 

problematic assumption of 

constant coefficients over time. 

2.2. Emergence of Non-Linear Models (1990s-2000s) 

The late 1990s and early 2000s witnessed a shift towards non-linear models in 

macroeconomic early warning systems (MEWS). Recognizing the limitations of linear 

models in capturing the complexities of economic crises, researchers explored threshold 

models, Markov-switching models, and smooth transition regression (STR) models. These 

models offered the advantage of capturing regime changes, allowing for different model 

parameters in periods of stability versus crisis [7]. Threshold models identify critical 

values of indicator variables, triggering a shift in the model’s behavior when these 

thresholds are crossed [8]. Markov-switching models assume that the economy switches 

between different states, each characterized by its own set of parameters, with the 
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probability of switching governed by a Markov process. STR models, like the logistic STR, 

allow for a smoother transition between regimes, where the transition is a continuous 

function of an indicator variable 𝑥𝑡. Table 2 summarizes the main characteristics of these 

non-linear MEWS models. 

Table 2. Characteristics of Non-Linear MEWS Models. 

Model Description Advantages Disadvantages 

Threshold 

Models 

Identify critical values 

(thresholds) of indicator 

variables. When a 

threshold is crossed, the 

model’s behavior 

changes abruptly. 

Simple to implement 

and interpret. Can 

pinpoint specific levels 

of indicators that 

trigger crises. 

May not capture gradual 

transitions between 

regimes. Sensitive to the 

choice of threshold. 

Markov-

Switching 

Models 

Assume the economy 

switches between 

different states (regimes), 

each with distinct 

parameters. The 

probability of switching 

is governed by a Markov 

process. 

Can capture shifts in 

economic dynamics 

and account for 

multiple crisis regimes. 

Can be computationally 

intensive. Number of 

states needs to be pre-

specified. 

Smooth 

Transition 

Regression 

(STR) Models 

Allow for a smoother 

transition between 

regimes, where the 

transition is a continuous 

function of an indicator 

variable 𝑥𝑡. Logistic STR 

is a common type. 

More realistic 

representation of 

transitions compared to 

threshold models. Can 

handle continuous 

indicator variables. 

More complex to 

estimate and interpret 

compared to threshold 

models. Requires 

specifying a transition 

function. 

2.3. Data Revolution and Real-Time Monitoring (2000s-Present) 

The 2000s witnessed a data revolution, fundamentally altering MEWS methodologies. 

Increased data availability, coupled with enhanced computational power, enabled the use 

of real-time data and high-frequency indicators. Economists began incorporating daily or 

even intraday data, such as financial market prices and news sentiment, to detect 

emerging vulnerabilities [9]. Web scraping techniques facilitated the collection of 

unconventional data sources, like online job postings or consumer confidence indices 

derived from social media. This shift allowed for more timely warnings, moving beyond 

reliance on lagged macroeconomic variables like GDP growth (𝑔) or inflation (𝜋). 

3. Core Theme A: Advanced Econometric Techniques for MEWS 

3.1. Time-Varying Parameter Models 

Time-varying parameter (TVP) models represent a significant advancement in 

macroeconomic early warning systems (MEWS) by addressing the inherent instability of 

economic relationships. Unlike traditional models that assume fixed coefficients, TVP 

models allow parameters to evolve over time, reflecting structural changes, policy shifts, 

and evolving expectations [10]. Kalman filters are frequently employed to estimate these 

time-varying parameters, providing a recursive algorithm for updating parameter 

estimates as new data becomes available. This adaptability is crucial for MEWS, enabling 

them to adjust to changing economic dynamics and improve forecasting accuracy [11]. 

Dynamic factor models (DFMs) extend this framework by incorporating latent 

factors that drive comovement across multiple economic indicators. These factors, and 
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their relationships with observed variables, can also be modeled with time-varying 

parameters, allowing for a more nuanced understanding of systemic risk. State-space 

models provide a general framework encompassing both Kalman filters and DFMs, 

offering flexibility in specifying the evolution of both the observed variables and the 

underlying state variables. The advantage of these models lies in their ability to capture 

the evolving nature of economic relationships, leading to more robust and reliable early 

warning signals compared to static models. By allowing parameters to adapt to changing 

conditions, TVP models enhance the ability of MEWS to identify and predict 

macroeconomic vulnerabilities [12]. 

3.2. Bayesian Econometric Approaches 

Bayesian econometric approaches offer a powerful alternative to classical methods in 

the construction and estimation of Macroeconomic Early Warning Systems (MEWS). A 

key advantage lies in their ability to incorporate prior information, reflecting expert 

knowledge or previously observed patterns, into the estimation process. This is achieved 

through the specification of prior distributions for model parameters, which are then 

updated with sample data to obtain posterior distributions. This framework is particularly 

useful when dealing with limited data availability, a common challenge in 

macroeconomic forecasting, as it allows for more informed parameter estimates. 

Furthermore, Bayesian methods provide a natural framework for handling model 

uncertainty. Instead of relying on a single “best” model, Bayesian Model Averaging (BMA) 

combines predictions from multiple models, weighting each model by its posterior 

probability. This approach acknowledges that the true data-generating process is often 

unknown and that different models may capture different aspects of the economy. The 

posterior probability of each model reflects its ability to fit the data, given the prior beliefs. 

Finally, Bayesian estimation generates full probability distributions for crisis 

predictions, rather than just point estimates. This allows for a more nuanced assessment 

of risk, providing information about the uncertainty surrounding the predictions. For 

example, instead of simply predicting a crisis, a Bayesian MEWS can provide the 

probability of a crisis occurring within a specific time horizon, along with credible 

intervals reflecting the uncertainty in the estimate. This richer information set can be 

invaluable for policymakers in making informed decisions. The predictive density, 

𝑝(𝑦∗|𝑦), where 𝑦∗ is the future observation and 𝑦 is the observed data, is central to this 

process. 

3.3. Panel Data Methods 

Panel data methods offer a powerful framework for constructing macroeconomic 

early warning systems (MEWS) by leveraging both cross-sectional and time-series 

dimensions of macroeconomic data. This allows for the identification of more robust 

predictors of crises compared to purely time-series or cross-sectional approaches. By 

pooling data across multiple countries (𝑖 = 1, . . . , 𝑁) and time periods (𝑡 = 1, . . . , 𝑇), panel 

data models can estimate the common effects of macroeconomic variables on crisis 

probabilities while controlling for country-specific heterogeneity. Fixed effects models, 

for example, can account for unobserved time-invariant country characteristics that might 

otherwise bias the estimated coefficients of crisis predictors. Similarly, random effects 

models can be used when country-specific effects are assumed to be randomly distributed. 

However, the application of panel data techniques in MEWS is not without its 

challenges. Potential biases can arise from issues such as cross-sectional dependence, 

where crises in one country may influence the likelihood of crises in others. Addressing 

this requires employing techniques like common correlated effects models or spatial 

econometric methods. Furthermore, the presence of lagged dependent variables in 

dynamic panel data models can introduce endogeneity, necessitating the use of 

instrumental variable techniques or GMM estimators. Careful consideration of these 
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potential biases is crucial for ensuring the reliability and accuracy of MEWS based on 

panel data. 

4. Core Theme B: Machine Learning and Data Mining in MEWS 

4.1. Supervised Learning Methods 

Supervised learning methods have gained prominence in macroeconomic early 

warning systems (MEWS) due to their ability to learn complex relationships from 

historical data. Classification algorithms, such as support vector machines (SVM), random 

forests, and neural networks, are frequently employed to categorize countries into crisis 

or non-crisis states. SVMs, known for their effectiveness in high-dimensional spaces, aim 

to find an optimal hyperplane that separates these states. Random forests, an ensemble 

method, combine multiple decision trees to improve prediction accuracy and robustness. 

Neural networks, with their ability to model non-linear relationships, can capture intricate 

patterns in macroeconomic data. 

Regression algorithms, including gradient boosting methods like XGBoost and 

LightGBM, are also utilized to predict the probability or intensity of a crisis. These 

algorithms sequentially build an ensemble of weak learners, weighting observations 

based on their prediction errors. 

While supervised learning offers advantages in predictive power, several limitations 

exist. The performance of these models heavily relies on the quality and 

representativeness of the training data. Imbalanced datasets, where crisis events are rare, 

can lead to biased predictions. Furthermore, the “black box” nature of some algorithms, 

particularly neural networks, can hinder interpretability and policy implications. 

Overfitting, where the model performs well on training data but poorly on unseen data, 

is another concern that requires careful model validation and regularization techniques. 

The choice of appropriate macroeconomic indicators, feature engineering, and 

hyperparameter tuning are crucial for the successful implementation of supervised 

learning in MEWS. 

4.2. Unsupervised Learning Methods 

Unsupervised learning offers valuable tools for macroeconomic early warning 

systems (MEWS) by uncovering hidden structures and anomalies within complex 

datasets without relying on pre-defined labels. Clustering algorithms, such as 𝑘-means 

and hierarchical clustering, are particularly useful for identifying distinct macroeconomic 

regimes or grouping countries with similar economic characteristics. For example, 𝑘-

means can partition countries into clusters based on indicators like GDP growth, inflation, 

and debt levels, potentially revealing vulnerabilities shared within each group. 

Hierarchical clustering, on the other hand, builds a hierarchy of clusters, allowing analysts 

to explore relationships at different levels of granularity. 

Dimensionality reduction techniques, such as principal component analysis (PCA), 

are employed to simplify high-dimensional macroeconomic datasets by extracting the 

most important underlying factors. PCA transforms the original variables into a set of 

uncorrelated principal components, ordered by the amount of variance they explain. By 

focusing on the first few principal components, which capture the majority of the data’s 

variability, analysts can reduce noise and improve the performance of subsequent 

modeling stages. This is especially useful when dealing with a large number of potentially 

correlated macroeconomic indicators. 

4.3. Deep Learning Architectures 

Deep learning architectures have emerged as powerful tools within MEWS, 

particularly for capturing complex temporal dependencies inherent in macroeconomic 

data. Recurrent Neural Networks (RNNs) are specifically designed to process sequential 

data, making them suitable for analyzing macroeconomic time series. However, standard 
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RNNs often struggle with vanishing or exploding gradients when dealing with long 

sequences. Long Short-Term Memory (LSTM) networks, a specialized type of RNN, 

address this limitation through their unique memory cell structure, enabling them to learn 

long-range dependencies more effectively. 

The advantage of LSTMs and other deep learning models lies in their ability to 

handle high-dimensional data and model non-linear relationships between 

macroeconomic variables. Traditional econometric models often rely on linear 

assumptions, which may not accurately reflect the complexities of real-world economic 

systems. Deep learning models can learn intricate patterns directly from the data, 

potentially improving forecasting accuracy. For example, an LSTM could identify subtle 

leading indicators of a currency crisis by analyzing a vector of macroeconomic variables 

𝑥𝑡 over time. 

Despite their strengths, deep learning models also present challenges. A primary 

concern is the lack of interpretability. Unlike traditional econometric models where the 

impact of a specific variable can be readily assessed, the “black box” nature of deep 

learning makes it difficult to understand the underlying mechanisms driving the 

predictions. This lack of transparency can hinder policymakers’ ability to take informed 

action based on the model’s output. 

5. Comparison, Practical Challenges, and Limitations 

5.1. Comparative Analysis of Methodologies 

Econometric models, traditionally employed in MEWS, offer strong interpretability 

due to their reliance on established economic theory. However, their linearity 

assumptions and reliance on lagged data often limit their accuracy and timeliness in 

capturing rapidly evolving crises. Machine learning (ML) techniques, conversely, excel at 

identifying complex, non-linear patterns in high-frequency data, improving predictive 

accuracy and timeliness. Yet, ML models often suffer from a “black box” problem, 

hindering interpretability and potentially leading to overfitting. Hybrid approaches, 

integrating econometric foundations with ML algorithms, attempt to leverage the 

strengths of both. For example, using econometric models to select relevant features for 

ML algorithms can enhance both accuracy and interpretability. The optimal choice 

depends on the specific context, data availability, and the relative importance of accuracy, 

timeliness, and interpretability for policymakers. Table 3 presents a comparative 

overview of the strengths and weaknesses of these approaches. 

Table 3. Comparative Strengths & Weaknesses. 

Feature 
Econometric 

Models 

Machine Learning (ML) 

Techniques 
Hybrid Approaches 

Strengths 

Strong 

interpretability 

due to reliance on 

established 

economic theory. 

Excel at identifying 

complex, non-linear 

patterns in high-frequency 

data. Improved predictive 

accuracy and timeliness. 

Leverage strengths of both 

econometric models and ML 

algorithms. Enhanced 

accuracy and interpretability 

possible. 

Weaknesses 

Linearity 

assumptions and 

reliance on lagged 

data can limit 

accuracy and 

timeliness. 

“Black box” problem 

hinders interpretability. 

Potential for overfitting. 

Complexity in 

implementation and 

interpretation. Requires 

expertise in both 

econometrics and ML. 

Suitable for 

Situations where 

interpretability is 

paramount and 

Situations with abundant, 

high-frequency data and 

where predictive accuracy 

Situations aiming for a 

balance between accuracy, 

timeliness, and 
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data is limited or 

low-frequency. 

and timeliness are 

prioritized. 

interpretability. When 

econometric theory can 

inform ML feature selection. 

5.2. Practical Challenges and Limitations of MEWS 

Practical implementation of Macroeconomic Early Warning Systems (MEWS) faces 

several hurdles. Data quality is paramount; inaccuracies or inconsistencies in 

macroeconomic data can severely compromise model performance. Model validation is 

also challenging, as backtesting may not accurately reflect real-time forecasting ability. 

The Lucas critique poses a significant limitation, suggesting that estimated relationships 

may break down when policy rules change in response to MEWS signals. Furthermore, 

MEWS struggle to predict rare but impactful events (“black swans”). Finally, there is an 

inherent trade-off between Type I errors (false alarms) and Type II errors (missed crises). 

Reducing one type of error often increases the other, requiring careful calibration based 

on policymakers’ risk aversion and the costs associated with each type of error. 

5.3. Model Interpretability and Explainability 

Model interpretability poses a significant challenge, particularly with complex 

machine learning (ML) models increasingly used in Macroeconomic Early Warning 

Systems (MEWS). While ML enhances predictive accuracy, its “black box” nature hinders 

understanding of the underlying drivers of vulnerability. This lack of transparency can 

erode policymakers’ trust and impede effective intervention. To address this, post-hoc 

explanation techniques like LIME (Local Interpretable Model-agnostic Explanations) and 

SHAP (SHapley Additive exPlanations) can be employed. These methods provide 

insights into individual predictions by approximating the complex model locally with a 

simpler, interpretable one, or by quantifying the contribution of each feature 𝑥𝑖 to the 

prediction 𝑓(𝑥) . Such techniques are crucial for building confidence in MEWS and 

facilitating informed policy decisions. Table 4 provides an overview of these 

interpretability tools and their key features. 

Table 4. Interpretability Tools Overview. 

Tool Description Benefit Limitation 

LIME (Local 

Interpretable 

Model-agnostic 

Explanations) 

Approximates the 

complex ML model 

locally with a simpler, 

interpretable model to 

explain individual 

predictions. 

Provides insights into 

specific predictions, 

making them more 

understandable. 

Local approximations 

may not accurately 

represent the global 

behavior of the model. 

SHAP (SHapley 

Additive 

exPlanations) 

Quantifies the 

contribution of each 

feature 𝑥𝑖 to the 

prediction 𝑓(𝑥) based 

on Shapley values 

from game theory. 

Offers a consistent and 

theoretically sound 

method for feature 

importance, showing 

how each feature 

influences the prediction. 

Computationally 

expensive, especially 

for large datasets and 

complex models. 

6. Future Perspectives and Research Directions 

6.1. Explainable AI (XAI) for MEWS 

Explainable AI (XAI) is crucial for advancing MEWS. Black-box models, while 

potentially accurate, hinder policymakers’ understanding of crisis drivers. XAI techniques, 

such as SHAP values and LIME, can illuminate the contribution of individual variables 

like 
𝑑𝑒𝑏𝑡

𝐺𝐷𝑃
 to specific predictions. This transparency builds trust and facilitates informed 
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policy responses. Challenges include adapting XAI methods to complex macroeconomic 

systems and ensuring the explanations are actionable. Opportunities lie in developing 

novel XAI approaches tailored to time-series data and incorporating domain knowledge 

to improve interpretability. 

6.2. Causal Inference Techniques 

Causal inference offers promising avenues for dissecting the complex web of 

macroeconomic instability. Instrumental variables can help isolate the causal effect of 

specific policies or shocks by exploiting exogenous variation. Regression discontinuity 

designs provide quasi-experimental frameworks to evaluate the impact of policy 

thresholds on macroeconomic outcomes. While traditionally used, Granger causality tests 

can be enhanced with modern time series techniques to better understand the temporal 

relationships between key macroeconomic variables, moving beyond mere correlation to 

identify potential causal precedence. Further research should focus on adapting these 

methods to high-dimensional macroeconomic datasets and addressing challenges related 

to weak instruments and non-linear relationships. 

6.3. Integration of New Data Sources 

Integrating sentiment analysis, social media data, and global value chain (𝐺𝑉𝐶 ) 

information holds promise for enhancing MEWS. Challenges include data integration 

complexities and the imperative for robust data quality control to ensure reliable signals. 

7. Conclusion 

7.1. Summary of Key Findings 

This review highlights a shift in Macroeconomic Early Warning Systems (MEWS) 

from traditional econometric models relying on lagged data to real-time data analytics 

leveraging high-frequency indicators. Key challenges remain in managing data 

heterogeneity and model validation. Future research should focus on incorporating 

machine learning techniques and developing robust frameworks for systemic risk 

assessment, considering interconnectedness and feedback loops represented by variables 

like 𝑥𝑖 and 𝑦𝑗. 

7.2. Concluding Remarks 

Macroeconomic Early Warning Systems (MEWS) have evolved significantly, yet 

challenges remain. Continued research focusing on real-time data integration, model 

robustness, and accurate signal extraction is crucial for effective policy responses and 

mitigating future economic crises. The pursuit of more reliable MEWS is paramount. 

References 

1. B. Candelon, E. I. Dumitrescu, and C. Hurlin, “How to evaluate an early-warning system: Toward a unified statistical 

framework for assessing financial crises forecasting methods,” IMF Economic Review, vol. 60, no. 1, pp. 75-113, 2012. 

2. C. Reimann, “Predicting financial crises: an evaluation of machine learning algorithms and model explainability for early 

warning systems,” Review of Evolutionary Political Economy, vol. 5, no. 1, pp. 51-83, 2024. 

3. E. J. Casabianca, M. Catalano, L. Forni, E. Giarda, and S. Passeri, “An early warning system for banking crises: From regression-

based analysis to machine learning techniques,” EconPapers. Orebro: Orebro University, 2019. 

4. A. Kraevskiy, A. Prokhorov, and E. Sokolovskiy, “An early warning system for emerging markets,” arXiv preprint 

arXiv:2404.03319, 2024. 

5. N. T. Firdaus and N. Santoso, “Early Warning Systems for Financial Crisis Prediction: A Systematic Literature Review of 

Econometrics, Machine Learning and Uncertainty Indices,” MALCOM: Indonesian Journal of Machine Learning and Computer 

Science, vol. 5, no. 4, pp. 1415-1422, 2025. 

6. A. Namaki, R. Eyvazloo, and S. Ramtinnia, “A systematic review of early warning systems in finance,” arXiv preprint 

arXiv:2310.00490, 2023. 

https://soapubs.com/index.php/FEI


Financial Economics Insights, Vol. 3 No. 1 (2026)  
 

 
Financial Economics Insights, Vol. 3 No. 1 (2026) 46 https://soapubs.com/index.php/FEI 

7. I. Klopotan, J. Zoroja, and M. Meško, “Early warning system in business, finance, and economics: Bibliometric and topic 

analysis,” International Journal of Engineering Business Management, vol. 10, 1847979018797013, 2018. 

8. D. Diachkov and A. Ashofteh, “Exploring Machine Learning Techniques for Early Detection of Macroeconomic Crisis,” in 

Iberian Conference on Information Systems and Technologies, Cham, Springer Nature Switzerland, pp. 764-775, 2025. 

9. A. Petropoulos, V. Siakoulis, and E. Stavroulakis, “Towards an early warning system for sovereign defaults leveraging on 

machine learning methodologies,” Intelligent Systems in Accounting, Finance and Management, vol. 29, no. 2, pp. 118-129, 2022. 

10. S. Yin, “MACHINE LEARNING ALGORITHMS FOR EARLY WARNING SYSTEMS: PREDICTING SYSTEMIC FINANCIAL 

CRISES THROUGH NON-LINEAR ECONOMETRIC MODELS,” International Journal of Economics and Finance Studies, vol. 16, 

no. 4, pp. 286-311, 2024. 

11. T. Wang, S. Zhao, G. Zhu, and H. Zheng, “A machine learning-based early warning system for systemic banking crises,” Applied 

economics, vol. 53, no. 26, pp. 2974-2992, 2021. 

12. M. A. Abiad, Early warning systems: A survey and a regime-switching approach. International Monetary Fund, 2003. 

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual 

author(s) and contributor(s) and not of SOAP and/or the editor(s). SOAP and/or the editor(s) disclaim responsibility for any injury 

to people or property resulting from any ideas, methods, instructions or products referred to in the content. 

 

https://soapubs.com/index.php/FEI

	1. Introduction
	1.1. Motivation and Background
	1.2. Scope and Objectives
	1.3. Structure of the Review

	2. Historical Overview of MEWS Methodologies
	2.1. Early Econometric Models (1970s-1990s)
	2.2. Emergence of Non-Linear Models (1990s-2000s)
	2.3. Data Revolution and Real-Time Monitoring (2000s-Present)

	3. Core Theme A: Advanced Econometric Techniques for MEWS
	3.1. Time-Varying Parameter Models
	3.2. Bayesian Econometric Approaches
	3.3. Panel Data Methods

	4. Core Theme B: Machine Learning and Data Mining in MEWS
	4.1. Supervised Learning Methods
	4.2. Unsupervised Learning Methods
	4.3. Deep Learning Architectures

	5. Comparison, Practical Challenges, and Limitations
	5.1. Comparative Analysis of Methodologies
	5.2. Practical Challenges and Limitations of MEWS
	5.3. Model Interpretability and Explainability

	6. Future Perspectives and Research Directions
	6.1. Explainable AI (XAI) for MEWS
	6.2. Causal Inference Techniques
	6.3. Integration of New Data Sources

	7. Conclusion
	7.1. Summary of Key Findings
	7.2. Concluding Remarks

	References

