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Abstract: As a crucial branch of artificial intelligence, Natural Language Processing (NLP) enables 
computers to understand, interpret, and generate human language, significantly enhancing the ef-
ficiency of information retrieval and search. Given the growing demand for data processing in the 
financial sector, this paper proposes and implements a Seq2Seq model based on the LSTM algorithm 
to convert natural language queries into SQL statements (NL2SQL) for application in finance. The 
model demonstrates stable and significant performance improvements over 10 training epochs, 
with accuracy increasing from 0.75 to 0.9877 and the loss value decreasing from 1.5 to 0.4978. These 
results validate the accuracy and effectiveness of the proposed LSTM-based Seq2Seq model in han-
dling NLP tasks within the financial domain. 
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1. Introduction 
Natural Language Processing (NLP), as a significant branch of artificial intelligence, 

is primarily used to enable computers to understand, interpret, and generate human lan-
guage. The application of NLP can significantly enhance the efficiency of information re-
trieval and search, allowing computers to better comprehend user queries and deliver 
more relevant results. Moreover, NLP is widely applied in data analysis, aiding research-
ers in extracting valuable insights from unstructured data by analyzing vast amounts of 
text. NLP plays an indispensable role in improving the naturalness and effectiveness of 
human-computer interaction [1]. 

Given the complexity of the financial industry and the critical role of data in decision-
making, the demand for efficient data processing in the financial sector is growing rapidly 
[2]. The dynamic nature and complexity of financial data [3] require systems that can ef-
ficiently process and analyze data in real-time to enable timely decision-making. NLP ap-
plications are well-suited to meet these data processing demands in finance. For instance, 
NLP techniques can help businesses extract key information from vast amounts of docu-
ments, such as stock prices and financial statements, thereby enhancing the efficiency of 
financial analysis and reducing the time spent on manual processing. 

In this context, this paper proposes a Seq2Seq model based on the LSTM algorithm, 
which accurately converts natural language queries into SQL statements (NL2SQL) for 
application in the financial domain. The Seq2Seq model, a deep learning architecture 
widely used in tasks such as machine translation, is capable of generating one sequence 
through specific method from another given sequence, even when the two sequences are 
of different lengths. By applying this model, we aim to significantly improve the accuracy 
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and efficiency of financial data queries, thereby providing robust support for financial 
analysis and decision-making. 

2. Related Work 
In recent years, the development of big data and new artificial intelligence technolo-

gies has made natural language to SQL (NL2SQL) conversion a prominent research prob-
lem in the field of human-computer interaction. One of the main challenges is the com-
plexity and variability of natural language descriptions, which has attracted significant 
attention and research in the academic community. The first large-scale cross-domain da-
taset, WikiSQL [4], was introduced by Salesforce in 2017 and remains the largest anno-
tated NL2SQL dataset to date. Based on this dataset, researchers have developed many 
seminal models. For example, the TypeSQL model [5] achieved a 68% exact match accu-
racy, while the X-SQL model [6] reached an SQL execution accuracy of 91.8%. However, 
a notable limitation of this dataset is the simplicity of the SQL queries, where each query 
corresponds to only a single database table, making it less suitable for real-world applica-
tions. To address this gap, Yale University released the Spider dataset [7] at the end of 
2018, a complex multi-table query dataset that has become a dominant benchmark in the 
English NL2SQL domain, significantly raising the overall difficulty of NL2SQL tasks. 

The rapid progress in NL2SQL research in the English-speaking world has drawn the 
attention of the Chinese academic community. Due to the complexity of the Chinese lan-
guage, NL2SQL presents even greater challenges in the Chinese context. To accelerate the 
development and application of NL2SQL technology in Chinese scenarios, several Chi-
nese NL2SQL datasets have been introduced. The first Chinese NL2SQL dataset, TableQA 
[8], was released in 2019 by the Alibaba Cloud Tianchi Big Data Competition. This dataset 
consists of 49,974 entries and involves only single-table simple queries. Subsequently, Min 
et al. translated the Spider dataset into Chinese and released the CSpider dataset [9] to 
meet the demands of complex multi-table queries. 

Today, thanks to the continuous advancements in deep learning technology, neural 
network models have shown great promise in addressing the challenges posed by the 
complexity and variability of natural language descriptions in NL2SQL tasks. Early re-
search typically treated NL2SQL as a sequence generation problem and employed 
Seq2Seq models [10] to handle it. Later studies have improved upon the Seq2Seq model 
to achieve better prediction results. For instance, Li et al. introduced the Seq2Seq+Atten-
tion model [11] by incorporating attention mechanisms, which significantly enhanced the 
accuracy of SQL generation. Wang et al. proposed the Seq2Seq+Copying model [12], 
which utilizes a copying mechanism to accurately identify and directly map parts of the 
input natural language description—such as column names, strings, and numerical val-
ues—to the corresponding components of the output SQL statement. However, a critical 
limitation of standard Seq2Seq models is their failure to account for the specific formatting 
and syntactical rules of SQL, often resulting in syntactically incorrect SQL outputs. 

Existing NL2SQL models and methods still face challenges in fully addressing all 
scenarios. Early rule-based and template-matching methods, while simple to implement, 
lack flexibility and struggle with complex queries and diverse natural language expres-
sions. Statistical learning approaches, though capable of learning language transformation 
rules from data, require large amounts of annotated data and involve complex feature 
engineering. Meanwhile, the current mainstream deep learning methods, despite their 
ability to handle complex language structures and their strong generalization capabilities, 
demand substantial computational resources and training data. They also face challenges 
in processing long sentences and complex logic. To address these issues, this paper pro-
poses a Seq2Seq model based on the LSTM algorithm, aimed at overcoming these chal-
lenges. 
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3. Dataset and Methodology 
The ANTSQL1.0 dataset originates from the Alibaba Cloud Tianchi Data Competi-

tion [13], provided by Ant Fortune. It aims to advance the development of Chinese natural 
language processing (NLP) technology within the financial sector and to promote research 
in digital finance. This dataset comprises nearly 80,000 standardized table entries focused 
primarily on single-table queries within the financial domain. The query-SQL pairs in the 
dataset are annotated based on real user inquiries, reflecting strong financial and conver-
sational characteristics. 

Each record in the dataset consists of the following components: 
1) id: A unique identifier for each record. 
2) question: The natural language question posed by the user. 
3) table_id: The dataset to which the record belongs (in this dataset, all questions 

target the same dataset, Fundtable). 
4) sql: The SQL query statement corresponding to the user's question. 
The target of this dataset is to map the natural language question ("question") to the 

corresponding SQL query ("sql"), representing a natural language processing task within 
the financial domain. For example, in the dataset, a natural language query like "Find the 
fund with the highest yield" serves as the input feature, while the corresponding SQL 
query is the target feature. For this particular query, the corresponding SQL statement 
would be: SELECT * FROM funds WHERE yield = (SELECT MAX(yield) FROM funds). 

4. Seq2Seq Model Based on LSTM Algorithm 
In this section, we provide a detailed description of the construction and implemen-

tation of the Seq2Seq model based on the LSTM algorithm, which is designed to convert 
natural language queries into SQL queries for execution in a database. 

4.1. Model Architecture Overview 
The Seq2Seq (Sequence-to-Sequence) model is a deep learning model used for se-

quence-to-sequence transformation tasks, commonly applied in machine translation, text 
summarization, and text generation. The Seq2Seq model typically comprises two main 
components: the encoder and the decoder. The encoder is responsible for encoding the 
input sequence into a fixed-length context vector, while the decoder decodes this context 
vector into the target sequence. In this study, we employ an LSTM (Long Short-Term 
Memory) network [14] to construct the Seq2Seq model, which handles the task of convert-
ing natural language queries into SQL queries. 

LSTM is a specialized type of recurrent neural network (RNN) designed to handle 
and predict long-term dependencies in sequential data. Traditional RNNs often struggle 
with vanishing or exploding gradients when processing long sequences, making it diffi-
cult for the model to retain information from earlier inputs. LSTM overcomes this issue 
by introducing gate mechanisms (such as input gate, forget gate, and output gate), allow-
ing the model to selectively remember or forget information during training, thereby ef-
fectively capturing long-range dependencies. 

The LSTM cell Equations: 
Forget Gate: 

)],[( 1 fttft bxhWf +⋅= −σ  (1) 

The forget gate ( tf ) decides what information to discard from the cell state. It takes 

the previous hidden state ( 1−th ) and the current input (xt) as inputs and passes them 
through a sigmoid function (σ) to output a value between 0 and 1. 

Input Gate: 

https://soapubs.com/index.php/STSDPS


Sci. Technol. Soc. Dev. Proc. Ser., Vol. 2 (2024)  
 

 
Sci. Technol. Soc. Dev. Proc. Ser., Vol. 2 (2024) 4 https://soapubs.com/index.php/STSDPS 

)],[( 1 ittit bxhWi +⋅= −σ  (2) 

）（ Ctt bxhWC +⋅= − ],[tanh 1ct  (3) 

The input gate (𝑖𝑖𝑡𝑡) decides what new information to store in the cell state. It combines 
the previous hidden state and the current input, applies a sigmoid activation to control 
what to update, and generates candidate values (𝐶𝐶�̅�𝑡) using a tanh function. 

Cell State Update: 

tttt CiCfC ⋅+⋅= −1t  (4) 

The cell state (𝐶𝐶𝑡𝑡) is updated by combining the previous cell state (𝐶𝐶𝑡𝑡−1) scaled by the 
forget gate and the new candidate values scaled by the input gate. 

Output Gate: 

)tanh(
],[o 1
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bxhW

⋅=
+⋅= − ）（σ

 
(5) 

The output gate ( to ) determines the next hidden state ( th ). It combines the current 
cell state passed through a tanh function with the output of the sigmoid function. 

These equations illustrate how LSTM cells selectively retain, update, and output in-
formation, allowing the network to capture long-term dependencies effectively. 

4.2. Encoder 
The encoder's task is to transform the input natural language query sequence into a 

fixed-length context vector. The encoder consists of an LSTM layer that sequentially reads 
each word in the input sequence and generates the corresponding hidden state vector. 
The hidden state vector from the last step serves as the context vector, which is passed to 
the decoder. 

4.3. Decoder 
The decoder's task is to convert the context vector generated by the encoder into the 

target SQL query sequence. The decoder consists of an LSTM layer and a fully connected 
layer (Dense). At each time step, the decoder outputs a word and feeds it as input into the 
next time step. 

4.4. Data Preparation and Preprocessing 
Before training the model, we preprocess the data, including tokenization and vec-

torization. We use the Jieba tokenizer [15] to segment the Chinese text into words and then 
convert the tokenized results into numerical vectors. 

4.5. Model Training and Optimization 
To train the Seq2Seq model, we use the cross-entropy loss function and the Adam 

optimizer. The cross-entropy loss function measures the difference between the predicted 
SQL query and the actual query [16], while the Adam optimizer [17] effectively adjusts 
the model parameters to minimize the loss function .The cross-entropy loss function: 

∑−=
i

ii pyL )log(  (6) 

where iy is the actual label and
i

p  is the predicted probability. 
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4.6. Training, Model Evaluation, and Optimization 
The preprocessed dataset is divided into a training set (80%) and a test set (20%) to 

facilitate model training. Training is initiated using the training set, and once the training 
process is completed, the model is evaluated on the test set to assess its performance. Eval-
uation metrics such as accuracy, recall, precision, and F1-score are utilized to provide a 
comprehensive understanding of the model’s capabilities. These metrics offer insight into 
the model's predictive accuracy, its ability to correctly identify relevant instances (recall), 
and the balance between precision and recall (F1-score). Based on the evaluation results, 
we adjust the model’s hyperparameters and architecture iteratively to optimize its perfor-
mance further. This process ensures that the model achieves an optimal balance between 
generalization and accuracy, making it more robust and effective when deployed in real-
world financial scenarios. 

5. Results 
The experimental results are shown in Table 1 and Figure 1. 

Table 1. Training Results Over 10 Epochs. 

Epoch Accuracy Recall Precision F1-score Loss 
1 0.75 0.71  0.76  0.74  1.5 
2 0.8 0.80  0.84  0.82  1.2 
3 0.83 0.84  0.87  0.86  1 
4 0.85 0.86  0.84  0.85  0.9 
5 0.88 0.84  0.89  0.86  0.8 
6 0.91 0.95  0.87  0.91  0.7 
7 0.94 0.94  0.97  0.96  0.6 
8 0.96 0.94  0.89  0.91  0.55 
9 0.98 0.96  0.95  0.95  0.5 

10 0.9877 0.98  0.95  0.96  0.4978 
 

 
Figure 1. Model Training Performance Over 10 Epochs. 

As shown in Table 1 and Figure 1, the model's performance steadily improved over 
the course of 10 training epochs. Specifically, the accuracy increased from 0.75 to 0.9877, 
indicating a significant enhancement in the model's predictive capability. Concurrently, 
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the loss value decreased from 1.5 to 0.4978, demonstrating a substantial reduction in the 
prediction error rate. 

During the initial stages of training, there were notable changes in both accuracy and 
loss values, suggesting that the model was progressively optimizing its parameters to im-
prove performance. In the early epochs, the accuracy rose rapidly, while the loss value 
dropped significantly, indicating that the model was actively adjusting its parameters to 
better fit the data. As training progressed, the rate of accuracy improvement gradually 
slowed, and the decline in the loss value became more moderate, suggesting that the 
model was approaching convergence. 

Overall, the green accuracy curve consistently rose, while the red loss curve steadily 
declined. This trend indicates that the model was continuously learning and improving, 
achieving high predictive accuracy and low error rates, reflecting the effectiveness of the 
training process. 

The continuous increase in accuracy shows that the model's ability to correctly iden-
tify the correct outputs was steadily improving, while the decrease in the loss value im-
plies that the gap between the model's predictions and the actual outcomes was narrow-
ing. Together, these metrics highlight the effectiveness and stability of the training process. 

In summary, the model demonstrated stable and significant performance improve-
ments over the 10 training epochs, with accuracy increasing from 0.75 to 0.9877 and the 
loss value decreasing from 1.5 to 0.4978. These changes indicate that the model was con-
sistently optimized and improved, resulting in a successful training outcome. 

6. Discussion 
Based on the results presented in this study, the Seq2Seq model leveraging the LSTM 

algorithm demonstrates significant potential in converting natural language queries into 
SQL statements within the financial domain. The continuous improvement in accuracy, 
rising from 0.75 to 0.9877, and the corresponding decrease in the loss value, from 1.5 to 
0.4978, highlight the model's ability to adapt and optimize its parameters effectively 
throughout the training epochs. This indicates that the LSTM-based approach can capture 
and learn the complex patterns inherent in financial data queries. 

One critical advantage of this model is its ability to manage long-term dependencies 
in sequential data, which is essential for accurately interpreting and converting natural 
language into structured queries. The integration of gate mechanisms in the LSTM net-
work ensures that information is selectively remembered or discarded, enhancing the 
model's capability to handle diverse and complex natural language expressions. 

However, while the model shows promising results, further research is needed to 
improve its performance in multi-table and more complex SQL queries. Additionally, op-
timizing computational efficiency remains a focus for scaling the model's application in 
real-time financial environments. Future work will also explore integrating attention 
mechanisms to further enhance accuracy and flexibility in handling varied query struc-
tures. 

7. Conclusion 
This paper proposes and implements an LSTM-based Seq2Seq model for converting 

natural language queries into SQL statements with financial data. Experiments conducted 
on the ANTSQL1.0 dataset demonstrate the model's superior performance and high accu-
racy. Specifically, the model's accuracy increased from 0.75 to 0.9877 over 10 training 
epochs, while the loss value decreased from 1.5 to 0.4978, indicating significant improve-
ment as the model continually optimized and learned. These results validate the effective-
ness and applicability of the proposed LSTM-based Seq2Seq model in the task of natural 
language to SQL conversion dealing with financial data. 
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